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Abstract. This paper investigates the recognition of the Eye Accessing
Cues (EACs) used in Neuro-Linguistic Programming (NLP) and shows
how computer vision techniques can be used for understanding the mean-
ing of non-visual gaze directions. Any specific EAC is identified by the
relative position of the iris within the eye bounding box, which is deter-
mined from modified versions of the classical integral projections. The
eye cues are inferred via a logistic classifier from features extracted within
the eye bounding box. The here proposed solution is shown to outperform
in terms of detection rate other classical approaches.
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1 Introduction

The recent increase of computational capabilities has led to the development of
fast and complex algorithms able to exploit new human-computer interactions.
In the field of computer vision most of the research done in connection to the
understanding of the functioning of human mind has been aimed at interpreting
facial expressions [1] and establishing their underlying emotions [2]. Yet areas of
psychology, such as the Neuro-Linguistic Programming (NLP), offer unexplored
opportunities for understanding the human patterns of thinking and behavior.

NLP was introduced in the 70s by Brandler and Grinder [3], as a different
model for detecting, understanding and using the patterns that appear between
brain, language and body. One such model is the Eye-Accessing Cue (EAC)
model that uses the positions of the iris inside the eye as an indicator of the
internal thinking mechanisms of a person. The direction of gaze (Fig.1), can be
used to determine the internal representational system employed by a person,
who may think in visual, auditory or kinesthetic terms, and the mental activity
of that person, of remembering, imagining, or having an internal dialog.

In the computer vision area, extensive research has been done in the field
of detecting the direction of gaze [5]. Still most of the proposed solutions use
active illumination and multiple sources of light [6]. As head mounted devices
may disturb one’s inner thinking mechanisms, we note that the work in [7]
explores the theme only from a computer vision direction. The here-proposed
solution is based on free natural light and image acquisition done with a tripod-
mounted camera. First, we precisely determine the eye bounding box, followed
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Fig. 1. 7 Classes of EACs [4]: When eyes are not used for visual tasks, their position
can indicate how people are thinking (using visual, auditory or kinesthetic terms) and
the mental activity they are doing (remembering, imagining, or having an internal
dialog).

by a preprocessing that enhances the separation of the iris from the brow. Once
the eye region is segmented, the relative position of the weighting centers of mass
for the significant eye regions are processed for the EAC recognition.

Thus, in section 2 we describe the method used for isolating the eye’s bound-
ing box; inside this bounding box various methods are employed for detecting
the relative iris position and the corresponding EAC, as detailed in 3. The re-
sults achieved on a specifically constructed database are presented in section 4
and the paper ends with some conclusions.

2 Detecting the Eye Bounding Box

The proposed automatic solution starts with the standard Viola-Jones [8] face
detection algorithm. All subsequent processing is then performed inside the face
square, that is resized to 100 x 100 pixels. The eye bounding box is first initialized
at a safe location for each eye, covering the middle-upper face quarter band (that
is the lines from y; = 25 to yo = 50) and symmetrical vertical image quarter
bands (within 21 = 20 and 22 = 45 for the left eye and from 27 = 55 to zo = 80
for the right eye), as suggested by anthropometry and shown in Fig.2(I/IL.a).

This bounding box is not sufficiently accurate and its location will be further
refined. The literature comprises many approaches related to eye localization,
many of them based on image integral projections [9]. The use of integral pro-
jections for the description of the eye region was further developed in [10] and
we will take these works as a start base which will be improved by heuristics,
designed to cover the specificity of the EAC testing (gaze variation). The precise
eye bounding box detection is performed using the integral projections for the
negative of the initial luminance eye regions I, computed as:

Py(i) =) (256 = I(i,5)), Vi =y1,..., y2. (1)
Jj=z1
Yoot

Pu(j)= Y (256 —1I(i,5)),Vj=a1,...,72.

1=Ytop
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Fig. 2. Eye bounding box detections ((I)Eyes looking ahead; (II)Eyes looking side-
ways): a) Face square + anthropometric eye selection; b) Vertical Projection for de-
tecting the upper/lower limits; ¢) Horizontal Projection for detecting the left/right
limits; d) Eye Bounding Box detected inside the selection.
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Fig. 3. Eye Bounding Box: a) Ground truth (manual markings); b) Using integral
projections

First, the bounding box upper and lower limits (Yiop, Ybot) are extracted
from the vertical image projection Py (Fig.2(I/ILb)). Then, the lateral limits
are extracted from the horizontal image projection Py (Fig.2(I/IL.c)). The top
of the bounding box is determined at 0.98 of the maximum of Py, while the
bottom is set in the first local minimum after the maximum. If there is no such
a minimum (see (Fig.2(I.b)), a standard distance of 5 pixels from the maximum
is used. The lateral limits are set to the local maxima, left and right, from the
maximal mode in Py. When eyes are looking sideways such maximums might
not exist and the standard distance of 5 pixels is used. Visual examples of the
method’s performance (compared to the ground truth) are presented in Fig.3.

3 EAC Recognition

Once the eye bounding box has been delimited, the EAC can be determined by
analyzing the positions of different eye parts. The natural choice is to analyze the
position of the iris, determined with an iris center localizer inside the bounding
box. For improving accuracy, we segment the regions in the eye bounding box
and use their relative position and average luminance as indicators of the EAC.



Fig. 4. Eye Features: a) Iris center using [15]; Segmentation in 3 classes using: b)K-
Means; ¢) K-Means refined with Graph-Cuts; d) K-Means refined with pre-processing
step; e) Mean Shift + region merging; f) Watershed + region merging.

Pre-processing and segmentation The segmentation is performed inside the
bounding box and we experimentally determined that the optimal number of
classes is 3, corresponding generally to the iris, sclera and the surrounding skin
area. Yet, as the iris and the brow tend to be spatially connected and have similar
luminance values, before the actual segmentation, a pre-processing is required
that separates the iris from the brow.

Starting from the observation that the eye iris is a large darker region of the
eye [11], we look for the darkest, smooth neighborhood within the bounding box.
This is found by selecting the areas that are darker than the median luminance
value within the bounding box, in both the original image and a Gaussian low-
pass smoothed image. The remaining of the eye bounding box is then lightened
by a factor of 2, such that the segmentation will generally detect the iris as a
stand alone region (Fig.4(d)).

Segmentation is a well known problem and many solutions have been pro-
posed through the years. As we do not aim at good segmentation per se, we will
require a combination of good EAC recognition in a reasonable amount of time.
According to the tests performed (as visually showed in Fig.4 and numerically in
section 4), the best compromise is achievable using a K-means segmentation. It is
possible to refine these results using Graph Cuts [12] (which imposes a smooth-
ness constraint to reduce the number of disconnected regions and provide more
compact classes (Fig.4(c)), yet the time overhead (508 msec in average for a por-
trait, compared to 22.5 msec for K-means) is considerable when compared with
the marginal accuracy improvement. Other tested segmentation methods were
Mean Shift [13] and Watershed [14] (Fig.4(e), (f)). These methods, typically lead
to over-segmentation. Yet, even though dynamic region merging is employed to
consider light regions more similar, and separate the darker areas (the iris and
the brow), the results under-perform the K-means method.

Post-processing and Classification To improve the region separation re-
sulted from segmentation we rely on the same integral projections. Thus, the



iris/sclera regions parts that were outside the minimum/maximum areas of the
integral projections were cut.

Next the space given by the detected bounding box is normalized so it has a
standard width (of 100 pixels), while preserving the aspect ratio. Also, since the
height is variable, all eyes were aligned at the lower limit of the bounding box
to ensure a better separation between eyes looking down, contained in narrow
boxes, respectively up, with larger boxes.

As features describing one eye the resulting iris/sclera regions centers of mass
coordinates in the normalized bounding box and average luminance are consid-
ered. To recognize the 7 EAC classes, given the named features, various classi-
fication methods were considered. As the number of features is small, Logistic
Classification [16] gives good results.

4 Results

Database. In order to investigate the EAC detection problem we have devel-
oped a database containing all the 7 cues. 40 subjects were asked to move their
eyes according to a predefined pattern and their movements were recorded. The
movements between consecutive EACs were identified, the first and last frame
of each move were selected and labelled with the corresponding EAC tag and
eye points were manually marked. In total, the database comprises 1170 frontal
face images, grouped according to the 7 directions of gaze, with a set of 5 points
marked for each eye: the iris center and 4 points delimiting the bounding box.

Training and testing procedure is the standard two-fold: half of the ground
truth sets were randomly chosen to train the classifier and tune the parameters
used for detecting the bounding box limits and the cue of the eyes. The testing
of the algorithms (and the reported results) is done on the other half of the
database.

Bounding Box Detection. As an alternative to the localization of the eye
bounding box limits, one may consider the information given by a facial land-
marks localization solution, such as the BoRMaN algorithm described in [17].
The algorithm iteratively improves an initial facial landmark estimate by fea-
tures processed with Markov Random Fields and Support Vector Regression.
To construct the necessary bounding box, we have considered the four points
marking the eye, returned by the BoRMaN solution. We consider this method
as being the one obviously given by the state of the art and we will show that
our proposed solution outperforms it.

In order to evaluate the accuracy of the bounding box localization, inspired
from the standard stringent eye center localization method [18], we have normal-
ized the absolute error with inter-ocular distance. In evaluating the bounding box
limits, only the x dimension is considered for the left and the right limits, and
only the y dimension for the upper and lower limits. The detection error should
be below 0.05. A comparative evaluation of the proposed method to the coor-
dinates given by the solution from [17], can be seen in Fig.5 for various errors.
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Fig. 5. Detection rate for different normalized errors (0:0.25), using BoRMaN solution
(red) and the proposed solution (blue) for the bounding box limits: a) left; b) right;
c)up; d)down (where the acceptable error was marked with dotted line).

Table 1. EAC Overall Recognition Rate when using: K-Means (KM), K-Means refined
with Graph Cuts (GC), Mean Shift (MS), Watershed (WS)), K-Means after high-
lighting the darkest neighborhood (D-KM), and then refined with integral projections
(Prj + D-KM), for bounding boxes obtained both manually and automatically (using
integral projections).

Method ||KM|GC | MS | WS |[D-KM|Prj + D-KM
Manual BB||70.90|71.03|70.35|71.03|| 76.68 84.63
Auto BB ||63.02|64.82|65.76/63.11|| 67.89 74.30

While being more simple, the proposed solution generally gives more accurate
results and provides an acceptable error for over 85% of the database.

Segmentation. Eye regions segmentation is an important step in accurate
recognition of the EAC. The results obtained with various algorithms are pre-
sented in Table 1. Although the simple methods perform similarly, the K-Means
segmentation gives better results, when using the pre- and post-processing steps.

EAC Recognition The recognition rate for each individual EAC is presented
in Table 2 and the confusion matrix is shown in Fig.6(I). It can be seen that
a higher confusion rate appears vertically, between eyes looking to the same
side. In a NLP interpretation, this corresponds to a better separability between
the internal activities and a lower one between representational systems. Visual
examples of correct and false recognition are shown in Fig.6(II).

Table 2. Individual Recognition Rate for each EAC.

VD | VR | VC|AR | AC | ID | K
88.32|76.71|75.00|61.97|57.86|63.36|76.81
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Fig. 6. (I) EAC Confusion Matrix; (IT) Automatic Recognition examples: correct (green
arrow) and false (red arrow).

Table 3. EAC Detection Rate for the proposed solution versus state of the art and
manual markings.

Method |Manual|[15] + [17]|Proposed
DR | 84.63 47.82 74.30

Comparison with related work. Given the state of the art, one intuitive way
to recognize the EAC is to use the coordinates of eye fiducial points. Thus we
consider as relevant the combination of the BoRMaN algorithm [17] for detecting
the eye bounding box, together with the iris center, detected using the maximum
isophote algorithm presented in [15]. Comparative results are presented in Table
3. As one can see, the proposed solution outperforms the state of the art, and it
is close to the upper limit obtained by using the manual markings.

Although computation efficiency has not been the main focus of this paper,
the proposed method is fast enough, requiring an average of 35 msec per image,
with single thread Matlab implementation with binary routines.

5 Conclusions

This paper has investigated new methods for recognizing the Eye Accessing Cues
model, used by NLP for better understanding the mental patterns of a person.
We have proven that a good recognition rate can be obtained by the joint use of
segmentation and integral projection information inside the bounding box of the
eye and we have proposed a solution that while is simple and fast, it outperforms
existing methods.

Future research will focus on finding more features and increasing the preci-
sion of the bounding box detection, which are critical for good EAC detection.
The next step will then be the EAC tracking in order to better understand the
NLP patterns. The final purpose of this research is to see to which extent the



EACs can be determined and induced for a person, and how such information
could be used to improve human interaction, learning, or help in overcoming
psychological traumas.
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