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ABSTRACT
In this paper we introduce a new video description framework
that replaces traditional Bag-of-Words with a combination of
Fisher Kernels (FK) and Vector of Locally Aggregated De-
scriptors (VLAD). The main contributions are: (i) a fast al-
gorithm to densely extract global frame features, easier and
faster to compute than spatio-temporal local features; (ii) re-
placing the traditional k-means based vocabulary with a Ran-
dom Forest approach that allows significant speedup; (iii) use
of a modified VLAD and FK representation to replace the
classic Bag-of-Words and obtaining better performance. We
show that our framework is highly general and is not depen-
dent on a particular type of descriptor. It achieves state-of-
the-art results in several classification scenarios.

Index Terms— Fisher Kernel Vector of Locally Aggre-
gated Descriptor, Random Forests, video classification.

1. INTRODUCTION

Along with the advances in multimedia and Internet technol-
ogy, a huge amount of data, including digital video and au-
dio, are generated on daily basis. Video footage is now the
largest broadband traffic category on the Internet, e.g., video
broadcasting comprises more than a quarter of the total Inter-
net traffic (source CISCO1), over 100 hours of video footage
are uploaded to YouTube2 every minute whereas more than
6 billion hours of video are watched monthly on the same
platform — that’s almost one hour for every person on Earth.
This makes video in particular one of the most challenging
data to process.

Until recently, the best video search approaches were
mostly restricted to text-based solutions which process key-
word queries against text tokens associated with the video,
such as speech transcripts, closed captions, social data, and
so on. Their main drawback is in the limited automation, be-
cause they require human input. The use of other modalities,
such as visual and audio has been shown to improve the re-
trieval performance, attempting to bridge further the inherent

1http://www.cisco.com/
2http://www.youtube.com/

gap between the real world data and its computer representa-
tion. The target is to allow automatic descriptors to reach a
higher semantic level of description, similar to the one pro-
vided by manually obtained text descriptors.

Existing state-of-the-art algorithms for video classifica-
tion can achieve promising performance in benchmarking for
many research challenges, starting from genre classification
to event and human activity recognition [2–4]. However, the
main drawback of these methods is in their limited general-
ization. Most of them are designed to solve a single applica-
tion and cannot be generalized to a broad category of video
classification tasks. Another weak point of current video de-
scription approaches is in the limited exploitation of the defin-
ing information of video, i.e., temporal information. Local
motion features, dense trajectories or spatio-temporal vol-
umes [2] attempt to solve this problem, but at a very high
computational cost. This prevents these features for being re-
liable candidates for real-time categorization scenarios.

In this context, we introduce a new video content descrip-
tion framework that is general enough to address a broad cat-
egory of video classification problems while remaining com-
putational efficient. It combines the fast representation pro-
vided by Random Forests and Vector of Locally Aggregated
Descriptors with the high accuracy and the ability of Fisher
Kernels to capture temporal variations.

The remainder of the paper is organized as follows. In
Section 2 we overview the current state-of-the-art and situate
our work. Section 3 details the proposed approach. The ex-
perimental results are presented in Section 4 while Section 5
concludes the paper and discusses future perspectives.

2. RELATED WORK

The success of video classification relies mainly on the effi-
ciency of the content description scheme. A large category
of video descriptors use global descriptions via the aggre-
gation of local spatio-temporal features, e.g., Histograms of
oriented Gradients (HoG), Histograms of optical Flow (HoF),
Motion Boundary Histograms (MBH) [2]. These are typically
encoded into a Bag of Words (BoW) representation. Spatio-



temporal interest point-based methods [3] represent the scene
and the performed actions as a combination of local descrip-
tors, which are computed in a neighborhood of some interest
point information. The neighborhood can be selected as an
image patch or as a spatio-temporal volume, e.g., cuboid.

Instead of computing local video features over spatio-
temporal cuboids, shallow video representations [4] make use
of dense point trajectories. They are also typically relying on
the use of the BoW model, requiring the quantization of large
amounts of data. Even though the interest points and the fea-
tures are computed locally, each sequence is represented by a
global histogram, which does not carry any spatial or tempo-
ral information.

Another perspective is the use of other encoding ap-
proaches such as the Fisher vector encoding [5] or Vector of
Locally Aggregated Descriptors (VLAD) [9]. For instance,
authors in [8] propose the use of VLAD and Fisher kernels.
They used several speedup approaches for densely sampling
HoG and HoF descriptors and investigated the trade-off be-
tween accuracy and computational efficiency for the video
representation using either a k-means or hierarchical k-means
based visual vocabulary, Random Forests based vocabulary or
the Fisher encoding.

Other approaches are more focused and exploit human
tracking algorithms to describe video scene information [18],
e.g., use of human, objects and scene-based features; use of
deformable part models; use of HoF features extracted from
human body-part segments. These frameworks are however
adapted to specific tasks and require foreground estimation
and the detection and tracking of the humans in the scene.
The performance of the description scheme is actually highly
correlated to the performance of the human detectors.

Although not a description approach themselves, it
is worth mentioning the Convolutional Neural Networks
(CNNs) as models for describing video content. CNNs prove
to be highly efficient in video classification task [6] thanks to
the capacity of scaling up to tens of millions of parameters
and massive labeled data. However, from a computational
perspective, CNNs require important training time to effec-
tively optimize the parameters that compose the model. This
difficulty is further compounded when addressing in particu-
lar video representation.

In this paper we introduce a new video description frame-
work designed specifically for fast video classification tasks.
To reduce computational complexity, the proposed approach
replaces the traditional k-means visual vocabulary creation
with a Random Forest approach and uses a modified Vector
of Locally Aggregated Descriptor (VLAD) and Fisher Kernel
representation to replace the standard BoW approach. De-
signed this way, it allows to capture frame-based video con-
tent variation in time.

In the context of the current state-of-the-art, we identify
the following contributions of this work: (i) we introduce a
modified Vector of Locally Aggregated Descriptor (VLAD)

representation for video frame-based description that has the
advantage of capturing content variation in time; (ii) we pro-
pose a new algorithm for fast word assignment that uses a set
of pruned Random Forest trees; (iii) the proposed framework
is feature independent in the sense that is not adapted to the
use of a particular type of description scheme. It can work ba-
sically with any content representation approach, from basic
histograms to more complex approaches that include feature
points and multimodal integration; (iv) we demonstrate the
generality of the proposed framework in terms of applicabil-
ity (i.e., it is successfully tested on three different classifica-
tion scenarios); (v) we achieve similar or better performance
compared to the state-of-the-art by using simpler and faster to
compute descriptors.

3. PROPOSED APPROACH

The proposed description framework consists of four stages.
Firstly, frame-based descriptors are computed for the input
video data. Then, the following processing is carried out: (1)
we create a dictionary of frame words by replacing the tradi-
tional k-means used with Bag-of-Words with a Random For-
est based approach. This allows for a significant speedup; (2)
each video frame is then assigned to the nearest word accord-
ing to the previously trained random trees. For each individ-
ual modality, we compute a Fisher Kernel (FK) representation
of Vector of Locally Aggregated Descriptors (VLAD); (3) fi-
nally, the actual classification task is performed by a Support
Vector Machine (SVM) classifier. This last step acts also as a
late fusion mechanism if multimodal descriptors are used.

3.1. Word assignment with Random Forests

Random Forests (RF) [7] are ensemble learning methods that
operate by constructing a multitude of decision trees in the
training stage and combine their classification outputs. Given
their architecture, RF are in particular good candidates for
speeding up the word assignment phase, in particular: (i) have
good classification accuracy proved in many scenarios; (ii)
the computational time of RF word assignment is logarith-
mic with respect to the number of words due to the binary
nature of the decision trees; (iii) RF trees are independent of
the descriptor dimension as only one dimension is selected
for choosing the path in the tree.

Inspired by [8], we propose the following improved
scheme. We use a set of Random Forests that represent a
combination of decision trees, where each tree is built inde-
pendently on the same input descriptors, S. In this configu-
ration, tree leaves correspond to the clusters. Trees are con-
structed in an recursive way. For each node, a number of split
offs are proposed by selecting at random one dimension of the
descriptors and a random threshold. Each node splits the de-
scriptors in two sets: SL (left) and SR (right). The process is
repeated until a leaf is reached (cluster). This corresponds to



the training phase. In the classification part, descriptors are
assigned to each (pre-trained) tree. This conducts to a certain
path and a corresponding cluster. Then, the video descriptor
is recomputed with the proposed FK and VLAD representa-
tion (see Section 3.2), achieving a content representation per
tree. The final descriptor is the simple combination of each
individual tree representations.

Following this representation scheme, the estimated di-
mension of the resulting descriptor is given by: 2depth ·
#Trees ·n ·2, where depth is the depth of the trees, #Trees
is the number of trees for the Random Forests and n is the ini-
tial descriptor dimension (the final multiplication by 2 comes
from the FK and VLAD representation, see Section 3.2). In
general, results show that a high classification accuracy is
achieved with a large number of trees and a higher depth
within the trees. However, in this case, descriptors become
significantly large, e.g., for only 10 trees of depth 10 and 72
dimensional input descriptors it achieves 1,474,560 values.

We propose a novel way to decrease directly the dimen-
sionality without any additional processing steps and while
maintaining the same accuracy. The idea reposes on the defi-
nition of the information gain for a node, I , using Shannon’s
entropy:

I = −#(SL)

#(S)
H(SL)−

#(SR)

#(S)
H(SR) (1)

where #(.) denotes the cardinality of a set, S is the initial set
of descriptors, and H is the Shannon’s entropy of the class
labels of the descriptors, given by [11]:

H(X) = −
∑
i

P (xi) log2 P (xi) (2)

where P (xi) represents the probability that a descriptor can
reach the leaf i from the tree, and H(SL) and H(SR) repre-
sent the entropy for the left and right branches of the node.

Having this information, we now stop the tree from grow-
ing by removing the branches that have an information gain
lower than a certain threshold. The intuitive idea behind this
solution is that some nodes of the tree can contain descriptors
which belong to the same class (or most of them belong to
the same class). In this case we can state that the node is (al-
most) pure. Therefore, reaching a node of this kind will stop
the split off before reaching the given depth. The threshold
for information gain is obtained empirically and represents a
trade-off between the accuracy and the dimensionality of the
resulting feature vector.

3.2. Fisher Kernel and VLAD representation

Results from the literature show that adopting Fisher Ker-
nel [8] and VLAD [10] representations allow for achieving
higher accuracy than the use of traditional Bag-of-Words his-
togram representations.

In this context, we propose a new way of representing the
descriptor information that exploits the advantages of both,
FK and VLAD representations, in a unified framework. The
proposed descriptor is represented as the concatenation of the
vµ,i and vσ,i FK representations, for i = 1, ...,K, with K the
number of words (i.e., clusters):

vµ,i =
1

T
√

P (xi)

T∑
t=1

(xt − µi)

σi
(3)

vσ,i =
1

T
√

2P (xi)

T∑
t=1

[
(xt − µi)

2

σ2
i

− 1

]
(4)

where xt represents the frame-based features that are assigned
to cluster t, µi is the mean of the training frame-based fea-
tures for each cluster, σi is the standard deviation for cluster
i, T is the number of descriptors from a cluster, P (xi) is the
probability that a descriptor reaches a specific tree leaf.

Interpreting the formulas in terms of variation in time,
equation 3 averages the features over time, which are related
as they fall in the same mixture component. Equation 4 mod-
els the variation of related features over the entire video se-
quence, capturing subtle visual changes. Different mixture
components will capture drastic variations in time, such as
video shot changes.

Globally, the overall approach (with Random Forests) can
be interpreted as a hard assignment FK approach. However,
it differs from the standard FK approach in the following re-
spects: (i) uses a fast Random Forest classification approach
instead of the Gaussian Mixture Models; (ii) performs a hard
assignment strategy, rather than a soft assignment, which is
effective in the context of Random Forests.

3.3. Classification

The final component of the framework is the actual classi-
fier that is fed with the FK-VLAD descriptors. Following the
standard best practice [1], we use a SVM classifier. In the case
of multimodal descriptors, each modality is fed to individual
SVMs and their output confidence levels are (late) fused with
a linear weighted combination:

CombMean(d, q) =
N∑
i=1

αi · cvi (5)

where cvi is the confidence value of classifier i for class q,
q ∈ {1, ..., C} with C the number of classes, d is the current
video, αi are some weights and N is the number of classi-
fiers to be aggregated. The weights are learned during the
optimization process that takes place on the training data (see
Section 4).

4. EXPERIMENTAL RESULTS

Experimental validation was conducted on several standard
datasets, namely: Blip10000 [12] — 15,000 video sequences



Table 1: Comparison to baselines on the Blip10000 [12]
dataset, MAP (best results are in bold).

Approach HoG CN
frame statistics, SVM RBF 0.182 0.223
Bag-of-Words, SVM RBF 0.232 0.263
VLAD, SVM RBF 0.254 0.314
proposed with k-means, SVM RBF 0.245 0.316
proposed, SVM RBF 0.295 0.385

from blip.tv with associated social metadata and automatic
speech transcripts, labeled according to 26 video genres, e.g.,
“art”, “gaming”, “movies and television”, etc; VSD2013 [14]
— 25 Hollywood movies annotated at shot level for their vi-
olence content (in total 43,923 shots; yes/no annotations);
UCF101 [13] — 13,320 realistic videos from YouTube la-
beled according to 101 action categories, e.g., “human-object
interaction”, “playing musical instruments”, “sports”.

Performance is assessed with two standard metrics: ac-
curacy (the number of items correctly classified) and MAP
(mean average precision).

Methods’ parameter optimization is carried out on train-
ing data which is split in two fixed, equally sized parts, one for
training parameters and the other for testing. Actual testing is
conducted by adopting the optimal configuration.

For content description, we experimented with some stan-
dard approaches, known to perform well in many bench-
marking scenarios [1]: visual descriptors: we compute His-
tograms of oriented Gradients (HoG — 81 values) [15] and
color naming histograms (CN, a perceptually based color de-
scriptor that maps colors into 11 universal color names —
11 values) [16]; motion descriptors: we compute Histograms
of optical Flow (HoF — 72 values) [17]; audio descriptors:
we compute some general-purpose audio descriptors, Linear
Predictive Coefficients, Line Spectral Pairs, MFCCs, Zero-
Crossing Rate, spectral centroid, flux, rolloff and kurtosis,
augmented with the variance of each feature over a certain
window (SAD — 196 values) [19].

Our goal is not to find the best descriptor combination
but we want to show that the proposed framework is effective
enough to allow state-of-the-art performance even when us-
ing standard descriptors. Depending on the dataset, we use
different descriptor combinations. To reduce resulting Ran-
dom Forest feature noise, final descriptor is decorrelated and
reduced with Principal Component Analysis (PCA).

4.1. Video genre classification

A first validation experiment consisted in classifying video
genres using the Blip10000 [12] dataset. To compare with
state-of-the-art results, we adopt the official dataset’s evalua-
tion scenario where training is performed on 5,288 videos and
the actual evaluation on the remaining 9,550 videos.

Parameter tuning. Parameters are optimized on the

Table 2: Comparison with the 2012 MediaEval results on
Blip10000 [12] dataset (best results are in bold).

Feature & approach MAP
block-based audio features, 5-nearest neighbor [20] 0.192
SAD, proposed 0.472
color, texture and rgbSIFT descriptors [21] 0.350
HoG and CN, proposed 0.453
HoG, CN and SAD, proposed 0.533
text, Bag-of-Words [22] 0.523

training data. We determine that for this task best configura-
tion is with PCA for HoG and SAD (20% reduction), no PCA
for CN, SVM with non-linear RBF kernel, L2 with power nor-
malization for the modified VLAD features and 100 random
trees which is a good tradeoff for performance-feature size.

Comparison with baselines. We first compare our ap-
proach against several standard baseline approaches: Bag-
of-Words, VLAD and simple frame statistics (use of feature
mean and dispersion over all the frames). We also compare
to the proposed approach when using standard k-means in-
stead of the Random Forests for word assignments. Results
are summarized in Table 1. The proposed description frame-
work allows for an average improvement of more than 0.05
MAP over the best baseline and a similar improvement over
the use of k-means instead of Random Forests.

Comparison to state-of-the-art. We compare with the
best results reported at the 2012 MediaEval benchmarking on
this dataset. Results are presented in Table 2. The proposed
description framework achieves better performance than the
use of highly semantic text descriptors (use of speech tran-
scripts and metadata). Over the visual and audio features the
improvement is significant, more than 0.18 MAP.

4.2. Violent scenes classification

A second validation experiment is for the classification of vio-
lent content in movies using the VSD2013 [14] dataset. In par-
ticular, for this data, two different violence annotations were
available, an objective one (physical violence) and a subjec-
tive one (violent content not suitable for a 8 year child). Both
scenarios were tested. We adopt the dataset’s official evalua-
tion: 18 movies are used for training (32,678 shots) and the
remaining 7 (11,245 shots) for evaluation.

Parameter tuning. Parameters are optimized on the
training data. We determine that for this task best configura-
tion is with PCA for HoG and CN (10% reduction), no PCA
for SAD, SVM with non-linear RBF kernel, L2 with power
normalization for the modified VLAD features and 12 ran-
dom forests.

Comparison to state-of-the-art. We compare with the
best results reported at the 2013 MediaEval benchmarking on
this dataset. Results are presented in Table 3. The most ef-
ficient approaches remain those that include multimodal in-



Table 3: Comparison with the 2013 MediaEval results on
VSD2013 [14] dataset (best results are in bold).

Feature & approach MAP
Objective violence annotation
aural & visual descriptors, Multi Layer Perceptron [25] 0.3504
temporal, audio & visual descriptors, Multiple Kernel
Learning [24]

0.4202

HoG, proposed 0.5601
SAD, proposed 0.6137
CN, proposed 0.6695
HoG, CN and SAD, proposed 0.7202
Subjective violence annotations
temporal, audio and visual descriptors, Bayesian net-
works [23]

0.4479

HoG, proposed 0.7206
SAD, proposed 0.6276
CN, proposed 0.7206
HoG, CN and SAD, proposed 0.7612

formation. The proposed approach achieves best results in
both scenarios. For the objective annotation we improve the
state-of-the-art by more than 0.3 MAP while for the subjec-
tive annotations by 0.32 MAP.

4.3. Human action classification

The final experiment is for the classification of human actions
on the UCF101 [13] dataset. As for the previous experiments,
we adopt the dataset’s standard evaluation framework, where
a quarter of the dataset (3,207 videos) are used for training
and the whole dataset (13,320 clips) for the evaluation.

Parameter tuning. Parameters are optimized on the
training data. We determine that for this task best configu-
ration is with PCA for HoG (10% reduction), no PCA for CN
and HoF, SVM with non-linear RBF kernel, L2 with power
normalization for the modified VLAD features and 10 random
trees for CN and HoG and 150 random trees for the HoF.

Comparison to State-of-the-Art. We compare with sev-
eral state-of-the-art approaches from the literature. Results
are presented in Table 4. The proposed approach achieved the
second best accuracy, 74.1%. The highest accuracy, 87.90%,
is obtained with discriminatively trained deep Convolutional
Networks [30]. Although not more effective than the use of
deep learning, the advantage of the proposed framework is in
the use of simple global features, compared to the computa-
tionally more expensive Space-Time Interest Points (trajecto-
ries) or highly complex deep learning architectures.

4.4. Computational complexity

To assess the computational requirements of the pro-
posed description framework, we experimented with the
Blip10000 [12] dataset. We used a standard PC with 2.9 GHz

Table 4: Comparison with state-of-the-art on the
UCF101 [13] dataset (best results are in bold).

Approach Accuracy
Cuboid descriptors [13] 43.90%
dense trajectories and VLAD [28] 52.10%
Convolutional Neural Networks [27] 65.40%
ordered trajectories and VLAD [29] 73.1%
CN, HoG and HoF, proposed 74.1%
ConvNet architecture [30] 87.90%

Intel Xeon CPU and 24GB of RAM without parallelization.
Experiments were run for optimal parameters (see Section
4.1). For the entire processing chain we achieve 239 ms per
frame using HoG (∼ 6 seconds for 1 second of video) and 79
ms per frame using CN (∼ 2 seconds for 1 second of video),
from which input/output operations last 30 ms per frame and
VLAD computation only 12 ms per frame. Considering the
fact that no hardware acceleration was used nor any paral-
lelization this is a more than reasonable processing time.

5. CONCLUSIONS

We proposed a new video representation framework that uses
a fast word assignment approach by replacing standard k-
means visual vocabulary assignment with a Random Forest
approach. A modified version of Vector of Locally Aggre-
gated Descriptor with Fisher Kernel representation is used for
increasing the representative power of the descriptors and for
capturing video temporal information. We demonstrated that
our framework is highly general achieving state-of-the-art re-
sults on several classification scenarios and outperforming
current state-of-the-art approaches, e.g., Bag-of-Words or use
of highly semantic user-generated textual information. Future
extension of this work will mainly address the adaptation to
exploit the classification efficiency of deep learning networks.
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